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Abstract—We introduce Portus, an efficient checkpointing
system for DNN models. The core of Portus is a three-level index
structure and a direct RDMA datapath that enables fast check-
points between GPUs and persistent memory in a serialization-
free way. Portus offers a zero-copy approach between GPU
and persistent memory without involving main memory and
kernel crossings to underlying file systems. Portus also applies an
asynchronous mechanism to hide the checkpointing overhead in
the model training procedures. We integrated a Portus prototype
into a high-performance AI cluster with NVIDIA®V100 and A40
GPUs and Intel®Optane™persistent memory, then evaluated its
performance in both single-GPU and multi-GPU large model
training scenarios. Experiment results show that compared to
a state-of-the-art checkpointing system, Portus achieves up to
9.23× and 7.0× speedup in checkpointing and restoring, respec-
tively. Portus achieves up to 2.6× higher throughput and 8×
faster checkpointing operation on a large language model, GPT-
22B.

Index Terms—Checkpointing, Persistence Memory, RDMA,
Systems for AI

I. INTRODUCTION

Deep Neural Networks (DNNs) gained popularity in various

machine learning domains, including translation [1], image

recognition (e.g., ResNet [2], vision transformers [3], and

VGG [4]), speech recognition [5], [6], and data mining [7].

To achieve better performance on these tasks, there has been

an explosive growth in the number of model parameters and

the scale of training datasets [8]. This trend has become

particularly notable in the era of large models like GPT,

which now dominate modern deep learning research. The

demands of effectively training these large models that cannot

be accommodated on a single GPU led to the widespread

adoption of model parallelism techniques, which partition and

distribute the model across multiple GPU nodes [9].

Efficiently training larger DNN models presents various

challenges for deep learning systems, particularly in fault

tolerance. Large model training often involves a large number

of GPUs, and a single GPU failure can result in a system-wide

crash, leading to a considerably higher frequency of crashes

compared to traditional DNN training [10]. As a common

approach, the checkpointing technique allows DNN models

to save parameters and optimizer states as files for restoring

∗ These authors contributed equally to this work.§ Shu Yin is the corresponding author.

after a crash. Although checkpoints prevent DNN models from

redundant re-training from the beginning, it is time-consuming

when models contain enormous parameters. In model parallel

training, checkpointing performance becomes worse. This is

because each node saves independent checkpoint files to

a shared file system for collaborations with other nodes

(as detailed in §II-A), which incurs the I/O contention and

synchronization overhead. The inefficiency of checkpointing

systems prolongs large DNN model training time because the

new training steps will not commence until all the node-wide

checkpoints are complete. The more GPU nodes involved, the

longer the training steps wait.

Researchers attempt to address the efficiency of DNN

checkpointing issues via scheduling algorithms and systemic

techniques [11]–[13]. Some studies focus on reducing check-

point file size via data compression (e.g., Deepsz [14]) or

incremental checkpoints (e.g., Check-N-Run [15]), while oth-

ers try to eliminate checkpoint stalls by overlapping I/O with

computing (e.g., CheckFreq [16]). We conducted a breakdown

analysis of the checkpointing operation of BERT models to a

storage node equipped with persistent memory (a.k.a. PMEM)

and 100Gbps InfiniBand network. The results imply that

the DNN checkpointing inefficiency comes from serialization

from GPU to main memory and redundant data copies from

main memory to file systems (detailed in §II-B).

Studies also indicate that DNN model training requires

higher checkpointing frequency to tolerate execution failures.

Eisenman et al. reported that the failure intervals of over 60%
of failed DNN training jobs on Facebook’s cluster are less

than one hour [15]. Evaluation analysis from Oobleck [17]

and Bamboo [18] implied that a failure usually occurs every

10 minutes. To address this issue, researchers suggested the

need for finer-grained checkpoint mechanisms [16] with math-

ematical analyses [19].

This dilemma leaves developers questioning whether to

apply frequent checkpoints. Decreasing the checkpointing fre-

quency can eliminate the overhead of data persistence but leads

to longer total training time because the models have to restore

more iterations after a failure. Increasing the checkpointing

frequency can reduce the restore overhead but it still leads to

longer training time because more checkpoint writes block the

training for the next step.

We propose Portus to address the inefficiency of DNN
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checkpointing and support finer-grained checkpoints for DNN

model training. The core of Portus is a three-level index

structure and a direct datapath between GPU and PMEM

that eliminates serialization to main memory and redundant

kernel crossings to file systems. Portus also decouples the

checkpointing and computing with an asynchronous mecha-

nism that ensures multiple concurrent checkpointing tasks of

multi-tenant or distributed large models training.

The main contributions in this paper include:

• We propose Portus, an efficient DNN checkpointing sys-
tem with minimal overhead. With a three-level index

structure and a peer-to-peer datapath, Portus achieves

zero-copy between GPUs and PMEM.

• We implement a prototype of Portus and integrate it
into an AI cluster that equips Intel®Optane™persistent

memories, NVIDIA®V100 and A40 GPUs, and Mel-

lanox®100Gbps InfiniBand network.

• We conduct comprehensive experiments to evaluate the
efficacy of Portus on conventional DNN models trained

on a single GPU and an LLM model on multiple nodes.

The results demonstrate a significant reduction in check-

pointing and total training time.

• Portus can be seamlessly integrated into common Deep
Learning frameworks (e.g., PyTorch) and provides an ef-

ficient and user-friendly solution for DNN checkpointing

and restoring.

The rest of the paper is organized as follows. Section II

provides the background and motivation of this research.

Design and implementation details of Portus are proposed in

Section III and Section IV, which is followed by an evaluation

shown in Section V. While Section VI discusses some lessons

learned from this research, and Section VII summarizes the

related works. Finally, Section VIII concludes this paper.

II. BACKGROUND AND MOTIVATION

In this section, we present a brief overview of the DNN

training process and discuss the challenges of checkpoint

structures with increasing model scales.

A. Why Checkpoint for DNN models?

As the scale of DNN models continues to increase, the

number of parameters is getting enormous. For example,

LLaMa has 65 billion parameters [20], GPT-3 features 175

billion ones [21], and PaLM pushes the number to 540

billion [22]. It makes fault tolerance challenging because days

or weeks of model training escalate the failure rate of software

and hardware. A study shows that software failures occur

every 14 to 30 hours in deep recommendation systems, which

introduce 43% slowdown to handle training restarts [19]. The

Meta AI team encountered more than 110 hardware failures

during the training of OPT-175B [23]. Hardware failure is

critical because it necessitates system-level reboots for every

malfunction incident.

Although some studies attempt to use main memory for

checkpoints [10] or exchange compute with storage [18],

storing model and optimizer states as a checkpoint file to

Fig. 1. An example of tensor parallel and pipeline parallel

disks is prevalent for fault-tolerance. Nonetheless, persistent

checkpoint files of large models are more challenging, es-

pecially when modern frameworks like Megatron [9] and

DeepSpeed [24] employ parallelism techniques to train a DNN

model across multiple GPUs.

Figure 1 demonstrates an example of training a Multi-Layer

Perceptron (MLP) model across four GPUs. The pipeline

parallelism divides the model into two layers, the first of

which computes Y = GeLU(XA) and the second processes
Z = Dropout(Y B). The tensor parallelism then partitions

them in each layer, with A into [A1, A2] and B into [B1, B2]
T .

The model is finally distributed across four GPUs. Tensor

and pipeline parallelism that partition and distribute a large

model across multiple GPUs make every processor generate

a checkpoint file of its own. The up-scaling of a model leads

to the increase of both the file size and file quantities, which

causes the explosive growth of a checkpoint volume. Besides,

all the checkpoint files must be retrieved and aggregated to

facilitate a restart from a failure, which is time-consuming for

not only I/O time but also synchronization overhead to form

a complete checkpoint instance.

Motivation1: Large DNN models introduce additional re-
quirements for checkpointing when multiple GPU nodes are

involved. Existing solutions have limits in handling concurrent

checkpoint files of a distributed DNN model that runs across

multiple GPUs. Therefore, there is a need to design a structure

to manage multiple shared checkpoint files of a DNN training

for both checkpointing and restoring.

B. Why Users Do NOT Checkpoint?

Although checkpointing is feasible for the DNN model’s

fault tolerance, users prefer retraining the model over check-

points because of the time-consuming data storage and re-

trieval.

We ran an experiment to study the performance overhead of

checkpointing under existing frameworks, leveraging cutting-

edge hardware and software. The experiment dumped DNN

checkpoints from NVIDIA V100 GPUs to a storage server

equipped with Intel®Optane™Persistent Memory, which of-

fers non-volatile byte-addressable data access with ultra-low

latency and high throughput I/O. The network connection is

with Mellanox®InfiniBand, which supports up to 100Gbps

RDMA bandwidth. We chose three popular DNN models to
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generate checkpoint files with the frequency according to the

state-of-the-art CheckFreq [16] (i.e., one checkpoint every 83

iterations for VIT, one checkpoint per 100 iterations for GPT-

10B and GPT-22.4B).

Fig. 2. DNN checkpointing time costs (normalized)

We learned from the results that a checkpointing operation

weighs at least 24.9% of the total time (shown in Figure 2).

As the model goes upscaling, the checkpointing overhead

becomes more significant (up to 41%). Our further profiling

studies reveal that the kernel reason behind the inefficiency

of checkpointing is the serialization from GPU memory to

main memory and the redundant data movements from main

memory to file systems (shown in Figure 3). Figure 3 demon-

strates the DNN checkpointing datapath from GPU memory to

a PMEM-enabled BeeGFS file system in our profiling studies.

Step 1, A DNN model copies the layered parameters and

optimizers from GPUs to main memory. Step 2, the DNN

training framework (e.g., PyTorch) adds metadata headers to

the tensors in each layer, serializes them, and packs them

into a checkpoint file, then triggers syscall to write the file

to BeeGFS Client on the compute node. Step 3, BeeGFS

Client transfers the file to BeeGFS Daemon, which runs in the

main memory of a storage server via RDMA. Step 4, BeeGFS

Daemon performs direct access (DAX) write to persist the file

on the underlying file system.

Fig. 3. Traditional distributed checkpointing datapath

This results in at least three redundant data copies: one

from GPU memory to the main memory on the compute

node, one from the main memory on the compute node to

the main memory on the storage node, and one from the main

memory on the storage node to PMEM. It also causes three

crossings between user and kernel mode: one serializes data

to a checkpoint file on BeeGFS Client, the second transfers it

from BeeGFS Client to BeeGFS Daemon, and the third writes

the checkpoint to PMEM.

TABLE I
DNN CHECKPOINTING OVERHEAD

Operation Percentage (%)

GPU to Main Memory 15.5%
Serialization 41.7%

Transmission (RDMA) 30.0%
Server DAX write 12.8%

We conducted a breakdown analysis of the checkpointing

process to determine the time cost of each operation. As

depicted in Table I, copying the DNN model from GPU to the

compute node’s main memory and model serialization account

for over 57.2% of the checkpointing time. In contrast, RDMA

and DAX write operations in the storage node’s kernel con-

sume the remaining 42.8% of time. This breakdown analysis

provides insight into the inefficiency of checkpointing I/O and

suggests optimization objects by eliminating serializations and

redundant copies.

Motivation2: Existing checkpoint approaches suffer inef-
ficient datapath from serialization and redundant copies for

DNN models. There is a need to design a prompt checkpoint

datapath between GPUs and persistent storage systems to

support up-scaled DNN model complexity and prolonged

training time.

III. DESIGN

A. Design Goals

First of all, Portus should provide a fast peer-to-peer data-

path to transfer checkpoint files between GPUs and PMEMs.

Second, it should manage the checkpoint data structure to

enhance finer-grained checkpointing without serialization and

redundant data copies. Third, Portus should be efficient and

flexible for large DNN models with distributed model parallel

training.

B. Architecture Overview

Figure 4 illustrates the architecture of Portus, which consists

of a client library as an extension of distributed deep learning

frameworks (e.g., PyTorch, DeepSpeed, Megatron-LM) and a

user-space daemon to manage the metadata processing and

data transmission of checkpoints. Portus Client runs in the

main memory on a compute node, and Portus Daemon is

hosted in the main memory on the storage server.

Upon a new DNN model training job, Portus Client collects

pointers to each tensor on the pre-allocated GPU memory by

the DNN framework. Portus Client then registers the GPU

address space for each tensor as an RDMA memory region

(a.k.a. MR) using NVIDIA Peer Memory [25]. Every MR

holds a unique remote key. After the registration, Portus Client

gets remote keys for MRs and aggregates them with the

metadata of layers one-to-one correspondingly into a packet to

describe a DNN model. Every metadata consists of the layer

name, data type, and shape. Finally, Portus Client sends the
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Fig. 4. Architecture Overview

packet to the Portus storage server by TCP socket via IPoIB

protocol.

With the packet, Portus Daemon on the server dispatches

it to an available worker from ThreadPool and maintains a

three-level index structure (a.k.a. ModelTable-MIndex-

TensorData). The worker inserts the DNN model name into

ModelMap for lookups and creates a set of indexes (i.e.,

MIndex) for PMEM to map to the DNN checkpoint structure

under the guidance of the received packet. The worker then

allocates PMEM regions for each DNN tensor. The Allocator

records the allocation status of each PMEM region in Al-

locTable. For single GPU models, we map each MIndex to an
individual model, and its corresponding TensorData contains

all parameters for restoration. For large models trained with
tensor and pipeline parallellism across multiple nodes and

GPUs (as illustrated in Figure 4), we map each MIndex to

a model shard on a specific GPU. The collection of all these

shards forms the whole model states, which can be loaded

together for restoration. At last, Portus is ready for peer-to-

peer RDMA DNN checkpointing between GPU memory and

PMEM. Please refer to detailed discussions in §III-D.

Upon persistent checkpoint files, Portus operates data trans-

fer opposite to the ordinary checkpointing where the DNN

model writes data to the server. Instead, Portus Daemon reads

the checkpoint file proactively from the GPU memory to

PMEM. Similarly, Portus Daemon writes a checkpoint file to

the remote GPU memory for restoration instead of letting the

DNN model read the file from the server. We first explain the

details of Portus Datapath in §III-C.

C. Portus Datapath

Portus is to maintain a simple yet efficient transmission

datapath, to reduce the number of data copies and user-kernel

context switches. We discovered that the DNN model proper-

ties (i.e., #layers, tensor shapes, data types, GPU addresses)

are pre-determined and fixed during training. The structure

of checkpoint files is also pre-determined hence can be con-

structed on the storage server before the beginning of a training

iteration. In this way, Portus can map the checkpoint structure

on the PMEM to the DNN layers on the GPU memory by

RDMA memory regions. And then, Portus performs peer-

to-peer transmission between GPU memory and PMEM in

user space via RDMA verbs and NVIDIA®PeerMem kernel

module.

Figure 5(b) demonstrates the Portus datapath in check-

pointing and restoration of a DNN model. Upon a DNN

checkpointing, Portus Client informs Portus Daemon with

the word ”DO_CHECKPOINT” via a TCP socket. The server
then performs an one-sided RDMA read operation to fetch

each tensor from the remote GPU memory to PMEM. Portus

Daemon notifies the completion of pulling to Portus Client via

the same TCP socket. Similarly, Portus writes a checkpoint file

to the remote GPU memory for restoration instead of letting

the DNN model read the file from the server.

We demonstrate the traditional datapath on the bases of

BeeGFS as a reference in Figure 5(a). Compared to the

straightforward datapath of Portus, there are at least three

kernel crossings in a traditional checkpointing– 1) Client DNN

framework writes the serialized DNN model to BeeGFS via

syscall write, 2) BeeGFS client module dispatches this write

request out of client’s kernel as RDMA writes to the storage

server, 3) the file is persistent from user space to the kernel

space on PMEM via DAX write. The restoring operates an

inverse datapath that also has three kernel crossings.

Portus has two advantages: 1. it simplifies the datapath

because pulling does not trigger kernel crossings to VFS;

and 2. it decouples checkpointing with training, thereby no

need to suspend the training process for the completion of

a checkpoint. Besides the advantages of the random access

performance of PMEM via RDMA, Portus implements an

efficient index structure to store a checkpoint file without a

dedicated serialization process.

D. Data Management on Persistent Memory

With the help of the straightforward peer-to-peer datap-

ath, Portus can support rapid checkpointing, thereby making

finer-grained multi-tenant model training foreseeable. We first

(a) Checkpointing and Restoring dat-
apath with distributed filesystems

(b) Optimized checkpointing and
Restoring datapath with Portus

Fig. 5. Checkpointing and Restoring datapath comparison between distributed
filesystems and Portus
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present the three-level index structure in Portus for fast, finer-

grained, and multi-tenant checkpointing then discuss the two

common data issues, namely, crash consistency and garbage

collections.

1) Index Structure of Persistent DNN Model: We design
a three-level index structure in PMEM (i.e., ModelTable-

MIndex-TensorData) to manage multiple checkpoints that be-

long to diverse DNN models (shown in PMEM in Figure 4).

The root level ModelTable is a sorted array that stores the
mapping relationship between a DNN model name

(model_name) and the location to the second level index
MIndex (info_offset). Such the array turns into a red-
black tree structure in the main memory called ModelMap
(shown in Portus Daemon in Figure 4). ModelMap is to

quickly look up and locate the target model, each entry of

which is a pair of key-value, where the key is model_name,
and the value is info_offset. The dashed arrows between
ModelMap and ModelTable represent persistent pointers from

main memory to PMEM. Note that the Portus server manages

PMEMs in devdax mode, meaning that users can perform
direct access (i.e., DAX) to PMEM via mmap and detour

kernel file systems [26]. Portus only maintains ModelMap and

MInfo in the main memory, and keeps TensorData on PMEM

for peer-to-peer transmission without additional data copies.

The value of the second level index is a MIndex record that

contains metadata of a DNN model TensorData. A MIndex

record consists of layer quantities of a model, the name of

each layer, data type, tensor shape, size of each tensor, and

address of each tensor on PMEM (i.e., persist pointers to data

blocks). For example, MIndex for a BERT-large model is:

{ layers=397, tensor1:(name=Bert.embedding,
dtype=float32, shape=(512, 1024),
size=524288, paddr=0xffff0000),
tensor2:..., tensor3:... }.
The value of the last level index is a contiguous PMEM

region representing TensorData, which is registered as an

RDMA MR for data transmissions. Upon checkpointing, Por-

tus Daemon pulls all tensors of a DNN model via Portus

Datapath from GPU memory as a set of TensorData accord-

ingly to PMEM, which is interpreted as a checkpoint file. Note

that only ModelTable is shared while each worker thread is

independent in Portus, meaning that a worker holds its own

MIndex record and TensorData. We apply the compare&swap
intrinsic to ensure the lock-free of the whole system for high

concurrency.

2) Consistency and Space Management: The conventional
approach to handle crash consistency is to write a checkpoint

in a new file and replace the old checkpoint when the latest

one is done. But it is not efficient for Portus because each

time it needs to allocate space on PMEM and initializes a new

RDMA connection. Inspired by the copy-on-write technique,

we design a double mapping mechanism to address the crash

consistency problem in Portus (demonstrated in Figure 6).

Upon starting a new DNN training job, the Portus Daemon

creates two identical-structured checkpoints on PMEM to hold

the last two versions of the DNN model. To avoid frequent

Fig. 6. Data consistency of checkpoints

operations on PMEM and RDMA connections, Portus assigns

an active flag to the checkpoint whose data transmission
has not been completed yet. After successful transmission, it

sets the active flag to done, indicating that this checkpoint
version is ready for restoration. This technique ensures that

there is at least one valid checkpoint version present on PMEM

for recovery, thereby guaranteeing fault tolerance efficiently.
To prevent potential waste of space on PMEM due to having

two checkpoint versions, we have designed a repacking tool

to address the issue. There are two possible scenarios that

can result in invalid checkpoints: (1) when a training job

completes, only the last checkpoint version is valid, while

the other is outdated, and (2) when a training job crashes

during checkpointing, the last checkpoint version is still active,

but its data is incomplete or collapsed. To address this, the

repacking tool aggregates the valid checkpoints and frees up

more space on PMEM, as illustrated in Figure 7. This tool is

not required to be used frequently, as the capacity of PMEM is

typically in terabytes, which is sufficient to store thousands of

models’ checkpoints. Moreover, the repacking overhead can be

negligible as it is only triggered when the available space on

PMEM is low and takes only a few minutes to complete, which

can be done in the background with an overlap of training.

Fig. 7. Persistent memory repacking

E. Asynchronous Checkpointing
Figure 8 illustrates a typical DNN training iteration pro-

cedure that consists of three phases: forward pass (F), back-
propagation (B), and parameter updates (U). The parameters in
each tensor are fixed in the forward and backward propagation

and only changes in the update phase. Hence, if the checkpoint

can be persisted before the parameter updates, the training

process will no longer need to wait for I/O. Portus can

further reduce the checkpointing overhead by operating it in

an asynchronous way, meaning that Portus can decouple the

checkpointing from training iterations so that there is no need

to suspend any iteration for checkpointing.
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Fig. 8. Async Server-Client Communication

Figure 9 demonstrates training timeline differences amongst

the ordinary PyTorch built-in checkpointing policy, a state-of-

the-art CheckFreq policy [16], and two Portus policies. We can

see that Portus achieves much better training efficiency due

to the eliminated serialization for snapshots and much less

persistent time costs in both synchronous and asynchronous

ways (shown in Figure 9(c) and (d)). The asynchronous

version in Figure 9(d) introduces minimal training stalls that

optimize training efficiency in the single-tenant scenario and

support higher concurrency in the multi-tenant case.

Fig. 9. Training Timeline Comparison

F. Model Recovery

Original PyTorch uses a naive recovery mechanism where

users read checkpoints from storage using torch.load()
and then restore the DNN model from this checkpoint. How-

ever, this approach is suboptimal due to redundant data copies

and high model reconstruction overhead. Although GPU Di-

rect storage enables loading checkpoints directly from storage

to GPU memory, the deserialization overhead of structured

files to DNN models still makes restoring inefficient. In

contrast, Portus provides an efficient restoration solution that

is similar to checkpointing, but the data flow for recovery is

to write a valid checkpoint file from the Portus PMEM server

directly to the GPU memory in the compute node.

First, Portus Client initializes an ”empty” model on GPU

without tensor weights transferred. Similar to checkpointing,

Portus Client then registers the GPU memory regions as

RDMA MRs and informs the server with rkeys for restoring.
Portus Client sends a restore request to Portus Daemon on

the storage server. Portus Daemon writes the requested file to

the GPU memory on the compute node via the peer-to-peer

one-sided RDMA writes and notifies Portus Client upon the
completion of data transmission.

IV. IMPLEMENTATION

a) Portable Implementation.: Portus Server is written in
3000 LOCs of C++ and built using CMake. The only depen-

dency of Portus Daemon is the RDMA-supported NIC. Our

implementation requires Infiniband, but users can use RoCE

for RDMA on existing network infrastructure. Additionally,

upon the absence of PMEM detected on the server, Portus can

use DRAM as alternatives. Portus Client is written in Python

and C++ (in additional 1,000 LOCs) as an extension of Py-

Torch. Users can download the source code and run python
setup.py install to install it. After installation, users
can use the user-friendly Python interfaces as any other Python

package. We plan to release this extension to Python package

managers like pip or Anaconda [27] for better portability.
b) Easy Sharing.: Modern AI researchers often share

DNN model epochs (or checkpoints) with other community

users after training, requiring these shared models to be stored

in general formats like pickle or HDF5. To meet this demand,

we implement a convenient command line tool Portusctl
for Portus users to manage and share DNN models on the per-

sistent memory. Users can use Portusctl view DEVICE
to view all models stored on a PMEM device. They can

select and dump desired model checkpoints out of PMEM as

general DNN checkpoint formats using Portusctl dump
CHECKPOINT FILENAME. The dumping is also efficient
because of the well-indexed data structure and high I/O

throughput of PMEM. In this way, Portus is compatible

with other existing deep learning frameworks like PyTorch,

TensorFlow, and Caffe [28].

V. EVALUATION

In this section, we first analyze the characteristics of Por-

tus Datapath between different devices (i.e., GPU memory-

PMEM, main memory-PMEM). We then evaluate the perfor-

mance and efficacy of Portus on checkpointing and restoring

with widely-used DNN models.

We seek to answer the following questions: 1) Is the brand-

new Portus Datapath effective and efficient in transmitting

data between compute and storage nodes? (§V-B); 2) How

well does Portus optimize the checkpointing and restoring

operation time? (§V-C); 3) How does Portus achieve more

efficient checkpointing? (§V-D); 4) How much does Portus

enhance the distributed large language model (LLM) training

with a model parallel on a real-world AI cluster? (§V-E).

A. Experimental Setup

We evaluated the performance of Portus using an AI cluster

as clients, and a storage node with PMEM as server.

Compute Node (denoted as Client): The cluster contains
two types of clients, namely Client-Volta and Client-Ampere.

Client-Volta equips two 64-Core AMD®EPYC™7742

@2.25GHz, 32 × 32GB DDR4-3200MHz DRAM, and four
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NVIDIA®V100 GPUs and a Mellanox®ConnectX-5 100Gbps

Infiniband RNIC via PCIe4.0 interfaces.

Client-Ampere equips two 64-Core Intel®Xeon®Gold

5318Y @2.1GHz, 24 × 32GB DDR4-3200MHz DRAM,

and eight NVIDIA®A40 GPUs and a Mellanox®ConnectX-6

100Gbps Infiniband RNIC via PCIe4.0 interfaces.

We configure a BeeGFS client (ver. 7.3.2) on Clients to en-

able a remote BeeGFS file system. Each Client is with RDMA

and NVIDIA®GPU-Direct Storage enabled. Each client also

equips NVMe SSDs with an ext4 filesystem for local storage.

Storage Node (denoted as Server): The Server is an AEP
storage server, which features two 36-core Intel®Xeon®Gold

6240L @ 2.6GHz, 6 × 32GB DDR4-2933MHz DRAM,

6 × 256GB Intel®Optane™DC PMEM (1.5TB in total), a

Mellanox®ConnectX-5 100Gbps Infiniband RNIC, running

Linux 5.15.0. We configure three PMEMs to one namespace

in fsdax mode and formatted an ext4-DAX file system on

it. We stack a BeeGFS server (ver. 7.3.2) on the ext4-

DAX with RDMA and NVIDIA®GPU-Direct Storage enabled

(denote as BeeGFS-PMEM). We configure the other half of

PMEMs to devdax mode to enable Portus server to direct
access PMEM bypassing the kernel and file systems (denote

as Portus). The connection between Clients and Server is a

Mellanox®MSB7800 100Gbps switch.

TABLE II
DNN MODELS SPECIFICATIONS

Model Layers Params Size

Alexnet 16 61.1M 233MiB
ConvNeXt base 344 88.6M 338MiB
ResNet50 161 25.6M 97MiB
Swin b 329 87.8M 335MiB

VGG19 bn 70 143.7M 548MiB
VIT l 32 296 306.5M 1169MiB
BERT 396 336.2M 1282MiB

Models: We evaluate 76 DNN models that are widely

used in computer vision and natural language processing

domains, with their default batch size and other hyper-

parameters. Due to the page limits, we only present ex-

perimental results of seven representative models in the pa-

per (i.e., ResNet50 [2], Convnext base [29], Alexnet [30],

VGG19 bn [4], VIT l 32 [3], and Swin b [31] on Ima-

genet [32], and Bert-Large-Uncased [1] on CLOTH-high [33]).

Table II summarizes the model types, the number of model

layers, the number of parameters, and the total size of param-

eters.

We also evaluate a large language model, GPT, using the

Megatron model parallel framework on Client-Ampere. The
number of total parameters of GPT ranges from 1.5 billion

to 22.4 billion, which checkpoint size ranges from 6GB to

89.6GB. Evaluation results of the all the models are presented

in the Appendix.

B. Analysis of Portus Datapath

The bandwidth and latency of the Portus Datapath between

the Client-Volta and Server with different devices are presented

in Figure 10. Specifically, Figure 10(a) and (b) demonstrate the

read performance of four Portus Datapaths: the one between

the main memory on the Server (denoted as Server DRAM)
with the main memory on the Client (denoted as Client
DRAM), the one between Server DRAM with GPU memory

on the Client (denoted as Client GPU), the one between
PMEM on the Server (denoted as Server PMEM) with Client
DRAM, and between Server PMEM with Client GPU. On the

other hand, Figure 10(c) and (d) show the write performance

of the four datapaths, respectively. It is important to note

that Figure 10(b) and (d) represent the two new datapaths

for checkpointing only under the support of Portus. Before

Portus, no servers could read data from the GPU without the

intervention of DRAM for the checkpointing perspective.

We observe from the figures that DRAM or PMEM on

Server as the storage target will not affect the checkpoint

performance with Portus. It is because DRAM and PMEM are

much faster than the network connection, even with the RDMA

enabled. We want to highlight the efficacy of the Portus

Datapath between Server and Client GPU. The development

of this new datapath enables Portus to transmit checkpoint

data with minimal overhead. Note that the peak bandwidth

to access GPU memory is 5.8GB/s, which is 30% less than

DRAM. This is because all the address mappings for GPU

read are managed by a dedicated unit called base address

register (BAR), which disables prefetching for GPUs. The

intervention of BAR becomes a performance bottleneck to read

GPU memory. We argue that even though the peak bandwidth

to read GPU memory is not as fast as that to DRAM, it is

still much faster than reading from state-of-the-art PCIe®4.0

NVMe SSDs [34] (which have a maximum sequential write

bandwidth of 2.7GB/s). Furthermore, Figure 10(d) indicates

that BAR does not affect writes.

We also observe that Portus maintains its peak bandwidth

closer to the RNIC limit when the data transmission package

size exceeds 512KB. In other words, Portus can take full

advantage of RDMA network bandwidth to transmit data

larger than 512KB. Recall the size of the seven popular DNN

models in Table II that the average size of a model layer is

around 2.5MiB, implying that Portus fits the DNN models

checkpointing and restoring scenarios.

C. Checkpointing and Restoring Operations

To evaluate Portus’s performance, we measured the check-

pointing and restoring operation time for various models run-

ning on Client-Volta. We compare Portus’s performance with
not only the shared BeeGFS on PMEM (denote as BeeGFS-

PMEM), but also the local ext4 filesystem on NVMe SSDs

without networking overheads (denote as ext4-NVMe). Our

results demonstrate that Portus significantly reduces the cost

of checkpointing and restoring.

1) Checkpointing Time: Figure 11 illustrates the check-

pointing time of various DNN models with different storage

options, where Portus is 8.49x faster than remote BeeGFS-

PMEM and 8.18x faster than local ext4-NVMe on average.

This is due to the reduction in serialization overhead and
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Fig. 10. Bandwidth and latency of Portus Datapath between different storage devices

Fig. 11. Checkpointing time of different models

data copy time between different devices. Especially, Portus

performs up to 9.23x faster than BeeGFS-PMEM in ResNet50

due to its higher metadata operation overhead introduced by

small file writes (e.g., path resolution and permission check).

2) Restoring Time: We then evaluated the restoring perfor-
mance of Portus and observed that it consistently outperformed

BeeGFS-PMEM and ext4-NVMe. Figure 12 illustrates that,

on average, Portus achieves 5.15x and 3.83x faster restor-

ing time than BeeGFS-PMEM and ext4-NVMe, respectively.

For ResNet50, Portus achieves an impressive 7.0x speedup

compared to BeeGFS-PMEM. The improved performance is

mainly attributed to the reduction in serialization and data copy

overheads. However, it is worth noting that the performance

gain of Portus on restoring is relatively lower than checkpoint-

ing because GPU-Direct Storage allows loading checkpoint

files from storage devices to GPU memory without involving

the main memory.

Fig. 12. Restoring time of different models

D. Checkpointing Breakdown

We perform a checkpointing time breakdown analysis of a

Bert model to study the advantages of Portus in detail. We

use NVProf to record GPU overheads, strace to monitor
syscalls, and ibdump to keep track of RDMA requests.

Figure 13 shows that Portus costs much less time compared

to ext4-NVMe and BeeGFS-PMEM. We find that the RDMA

data transmission dominates the Portus checkpointing time

while a constant time for serialization and cuMemcpy con-

tributes 46.5% and 57.2% of the total time to ext4-NVMe and

BeeGFS-PMEM, accordingly. We also observe that the local

ext4-NMMe is much slower than Portus because a local file

system takes 53.7% of time to interact with block devices via

kernel crossings. Besides, Portus costs less RDMA time than

BeeGFS-PMEM because GPU-RDMA that Portus adopts is a

time-efficient one-sided protocol while BeeGFS-PMEM uses

a more time-consuming two-sided protocol RPCoRDMA [35].

Fig. 13. Breakdown Analysis of Bert Checkpointing Time

E. Distributed Large Model Training

We evaluate Portus’s performance in large model check-

pointing with distributed model parallel training, which gen-

erates highly concurrent checkpointing requests with complex

checkpoint structures. We integrate Portus into Megatron [9],

a widely-used model parallelism framework for training large

language models (LLMs). The GPT model is trained on

two Client-Ampere nodes with 16 NVIDIA A40 GPUs. To

demonstrate the scalability of Portus towards exascale mod-

els, we scaled the parameter size from 1.5 Billion to 22.4

Billion. Figure 14 shows that dumping a checkpoint file

of a GPT model with 22.4 billion parameters using the

torch.save() interface (used by traditional checkpointing
and CheckFreq) to the shared BeeGFS storage takes more than

120 seconds, slowing down the overall training throughput and

preventing finer-grained checkpointing policies. In contrast,

Portus achieves an average speedup of 8.18× and takes only

15 seconds to dump the model with 22.4 billion parameters

(89.6GB of data), highlighting its significant performance gain.
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Note that it is the time improvement for one checkpoint instant,

the performance gain of Portus is accumulated when the

training keeps proceeding with a rapid checkpoint frequency.

We foresee that Portus saves more than 1.5 hours for training if

the model does checkpoints every half an hour and runs for 24

hours. The time saved from Portus becomes 10.7 and 23 hours

if the model runs for one week and one month, respectively.

Fig. 14. Operation time comparison of dumping a checkpoint of GPT model
via Portus and torch.save()

Portus’s efficient checkpointing datapath and management

structure contribute to higher training throughput and finer-

grained fault-tolerance guarantees. As illustrated in Figure 15,

Portus improves the training throughput of the GPT model

with 22.4 billion parameters by 2.6×. We also foresee Portus
supporting 14,400 more iterations than the state-of-the-art

CheckFreq if the model runs for 24 hours. This is due to

the dominance of checkpointing costs when applying finer-

grained checkpointing policies. Portus reduces this cost sig-

nificantly with its efficient three-level structure and zero-copy,

serialization-free datapath.

Figure 16 implies that Portus also enriches GPU utilization

because the checkpointing optimization reduces stalls for I/O.

According to the 500-second GPU utilization profiling trace of

training the GPT-22.4B model in the figure, we can see that

Portus assists in achieving the average utilization of 76.4%,

compared with less than 43% by CheckFreq.

VI. LESSONS LEARNED

In this section, we summarize three lessons that we learned

from this research.

Checkpointing data path should be condensed as much
as possible: Traditional checkpointing data path from GPU to

Fig. 15. Overall training time comparison of GPT model via Portus and
CheckFreq

Fig. 16. GPU utilization of training the GPT model with 22.4 billion
parameters with Portus and CheckFreq

a storage server slows down applications because of multiple

data copies and context switches between user and kernel

mode. Therefore, systems can benefit from fast hardware and

protocols (i.e., PMEM, InfiniBand, and RDMA) when the data

path between compute and storage nodes shortens as much as

possible by reducing unnecessary data copies. Portus optimizes

the checkpointing efficiency because it offers a peer-to-peer

data path between GPU memory and PMEM. Portus avoids

data copies between user and kernel spaces on both compute

and storage nodes via an inverse data access pattern (i.e.,

PMEM reads data from GPU memory instead of GPU memory

writes to PMEM).

Redundant serializations should be eliminated as much
as possible: Data serialization is a common time-consuming
process in any application involving checkpointing to save

the state of applications to a file and recover them when

needed. We observe that serialization costs over 30% of a DNN

checkpointing time. We also find that a set of serializations

becomes redundant once an application generates a sequence

of checkpoints, where only the last version is effective for

recovery. In other words, as soon as an application creates a

new version of a checkpoint, it can abandon all the previous

versions, leaving the labor for the serializations for every

predecessor checkpoint in vain. Therefore, we can reduce

a significant amount of time in finer-grained checkpointing

systems if we can eliminate serializations for intermediate

checkpoints. Portus can boost the checkpointing performance

because the state of GPU memory is dumped to a three-level

index structure on PMEM without serialization. Portus will

perform serialization only upon an archive of a checkpoint

to file systems such as Lustre. Note that serialization in

Portus does not affect training efficiency because it operates

asynchronously.

Efficient checkpointing and management are crucial for
large models: As the trend toward training large models
with hundreds of billions of parameters continues, distributed

model parallel training becomes increasingly important. This

new training methodology poses challenges for checkpointing

systems, as the large model is partitioned across many GPUs,

with each GPU dumping its own checkpoints. Aggregating

checkpoints from all GPUs to restore the model on failures

introduces increasing checkpoint management complexity and
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requires an efficient methodology to store multiple checkpoints

in shared storage with minimal stalls. Portus is natively de-

signed for distributed training scenarios with complex check-

point structures and has good potential for deployment on

larger-scale production systems.

VII. RELATED WORKS

DNN checkpointing and datapath optimization are

discussed in several prior works. However, to the best of

our knowledge, this research is the first work that can do

iteration-based fine-grained checkpointing with almost zero

overhead. In this section, we first briefly summarize some

optimizations on DNN checkpointing, then we introduce

several data transmission path optimizations and finally

propose some persistent memory management works.

DNN Checkpointing: With the growth of DNN model

complexity and data size, traditional epoch-based DNN

checkpointing methods fail to persist real-time model states

and waste computation to restart when the training job

stops unexpectedly. To do fine-grained checkpointing with

low overhead, CheckFreq [16] introduced an asynchronous

checkpointing method to cover I/O by computation. However,

it does not optimize data transmission itself so the overhead

is noticeable for multi-tenant training workloads. For

algorithms, Check-N-run [15] and Qiao et al. [13]’s method

introduced incremental checkpointing. For devices, Wood et

al. [36] proposed checkpointing using PMEM, but did less

optimization. And for multi-tenant checkpointing, Jeon et

al. [37] analyzed the overheads of multi-tenant DNN training

jobs. However, Portus is different from above, we focus on

the fine-grained checkpointing in multi-tenet workload.

Datapath Optimization: There are several existing works
concentrating on optimizing the data transmission path

between GPU and other devices. The datapath between SSD

and GPU can be highly optimized by NVIDIA GPU direct

storage [38], Assise [39], and P2PSSD-GPU [40]. However,

there is still an I/O performance gap between NVMe SSDs

and persistent memories [41]. GPM [42] was the first work

to access persistent memory by GPU threads directly but

need to compute nodes equipping both specific GPU and

persistent memory, which is very rare because commercial

Optane Persistent Memory requires specific motherboards

and CPU. Also, there is heavy labor to rewrite the low-level

application code to fit GPM even we have new hardware.

In the data transmission domain, Wei et al.’s work [43]

gave invaluable advice on accessing PMEM via RDMA.

Ekko [44] proposed a peer-to-peer transmission protocol for

deep learning recommenders, enabling parameter passing

from the training cluster to the inference cluster without

intermediate storage. Different from these existing works,

however, Portus provides a more efficient zero-copy datapath

with almost no code modification and better portability.

Persistent Memory Utilization: Efficient persistent

memory management plays an important role in Portus.

NVALLOC [45], and Intel PMDK [46] proposed novel

allocation and management methods for PMEM. ctFS [47]

introduced a hierarchical structure to manage files on PMEM

under devdax mode. Besides, there is an abundance of

general-propose filesystems for PMEM including PMFS [48],

NOVA [49], and WineFS [50]. However, skewing to generality

may lose the performance gain on specialized workloads. So

Portus choose a different approach and designed a lighter-

weight, application-specialized index structure to manage

DNN checkpoints on PMEM efficiently.

VIII. CONCLUSION

The rapid evolution of DNN model complexity and trends

in multi-tenant training make it more challenging to develop

prompt finer-grain checkpointing mechanisms. To solve this

challenge, we proposed Portus, which builds a dedicated peer-

to-peer datapath and a three-level index structure between

GPU memory and PMEMs for checkpointing without serial-

ization and kernel crossings.We developed a Portus prototype

and integrated it into a production AI cluster. We evaluated

it using 76 individual DNN training jobs. We further tested

Portus under the distributed multi-node model checkpointing

using a large language model, GPT. The experimental results

show that Portus improves the performance of DNN models

checkpointing and restoring by up to 9.23x and 7.0x. Reducing

checkpointing time implies that Portus can reduce the overall

training time.
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